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Preliminaries

Let $M_n$ denote the algebra of complex matrices of order $n$. The adjoint operation, denoted $*$, is an involution on $M_n$. An element $x \in M_n$ is said to be selfadjoint if $x^* = x$. The selfadjoint elements admit a spectral decomposition

$$x = u^* \begin{pmatrix} \lambda_1 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & \lambda_n \end{pmatrix} u,$$

where $u$ is a unitary and $\lambda_1, \ldots, \lambda_n$ are real numbers. The spectrum of $x$ is the set of values taken by the numbers $\lambda_1, \ldots, \lambda_n$. If $f$ is a complex function defined on the spectrum of $x$, then we set

$$f(x) = u^* \begin{pmatrix} f(\lambda_1) & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & f(\lambda_n) \end{pmatrix} u.$$

The matrix $f(x)$ is selfadjoint, if $f$ is real.

A selfadjoint element $x \in M_n$ is said to be positive, if the spectrum is a subset of the positive half-line $[0, \infty[$. This is equivalent to requiring the matrix $x$ to be positive semi-definite. The set of positive elements in $M_n$ is a convex cone and is denoted by $M_n^+$. The associated order structure on the real vector space of selfadjoint elements in $M_n$ will play a crucial role in the sequel. It is defined by setting $x \preceq y$, if $y - x \in M_n^+$.

The spectral theorem, the functional calculus and the order structure for selfadjoint matrices, which are sketched above, can be generalized to (even unbounded) operators on a Hilbert space. Likewise they play an important role in the theory of
C*-algebras. We shall occasionally use these much more general settings, but it is important to notice, that almost all of the exhibited results can be appreciated in the context of matrices of arbitrary high order. The generalizations to operators on a Hilbert space are straightforward and do not introduce phenomena, which are not already inherent in the theory for matrices.

We shall say, that a real function \( f \) on an interval \( I \) (of any type) is operator monotone, if for each \( n \) in \( \mathbb{N} \) and every pair \( x,y \) of selfadjoint elements in \( M_n \) with spectra in \( I \), the condition \( x \leq y \) implies \( f(x) \leq f(y) \). Likewise we say, that \( f \) is operator convex, if for each \( n \) in \( \mathbb{N} \)

\[
f(\lambda x + (1-\lambda)y) \leq \lambda f(x) + (1-\lambda)f(y)
\]

for all selfadjoint \( x,y \) in \( M_n \) with spectra in \( I \) and every \( \lambda \in [0,1] \). From this definition it is clear, that a pointwise limit of operator monotone (respectively operator convex) functions is again operator monotone (respectively operator convex). The functions \( t \rightarrow t(1-\alpha t)^{-1} \) (respectively \( t \rightarrow t^2(1-\alpha t)^{-1} \)) defined on \( ]-1,1[ \) are operator monotone (respectively operator convex) for \( \alpha \in [0,1] \).
Jensen's Inequality for Operators

In 1905 Jensen showed \([27,28]\) that a (mid-point) convex, continuous function \(f\) on an interval \(I\) satisfies

\[
\sum \lambda_i t_i 
\]

\[
\leq 
\]

\[
\sum \lambda_i f(t_i) 
\]

for any convex combination \(\{\lambda_i\}\) of points \(\{t_i\}\) in \(I\). Taking

\[
a = \begin{pmatrix} \lambda_{\frac{1}{2}} & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ \lambda_{\frac{1}{n}} & 0 & \cdots & 0 \end{pmatrix}, \quad x = \begin{pmatrix} t_1 & 0 \\ \vdots & \vdots \\ 0 & t_n \end{pmatrix}
\]

and considering \(f\) as a function on selfadjoint matrices (with \(f(0) \leq 0\)), the inequality \((J)\) reads

\[
f(a^*x)a \leq a^*f(x)a.
\]

We shall say that a real function \(f\) on \(I\) satisfies Jensen's Operator Inequality if \((J)\) holds for any selfadjoint \(x \in \mathbb{M}_n\) with spectrum in \(I\) and every \(a \in \mathbb{M}_n\) with \(\|a\| \leq 1, n = 1, 2, \ldots\).

A technicality comes in here. Since zero may be an eigenvalue of \(a\) (indeed, \(a = 0\) is not excluded), zero may belong to the spectrum of \(a^*xa\). Thus the interval \(I\) must contain zero in order for \((J)\) to be meaningful. Moreover, the element \(a^*xa\) really is a non-commutative generalization of a degenerate convex combination of \(x\) and \(0\) (i.e. \(\sum \lambda_i \leq 1\)). The "correct" generalization of a convex combination of \(x\) and \(y\) would seem to be \(a^*xa + b^*yb\), where \(a^*a + b^*b = 1\), cf. \([25, \text{Theorem 2.1(iii)}]\). But we shall stick to \((J)\). Anyway it is clear, that a convex function \(f\) will satisfy Jensen's inequality \((J)\) for all degenerate convex combinations, precisely when \(0 \in I\) and \(f(0) < 0\).
If $f$ is a real function on the half-open interval $[0,a[$ (with $a \leq \infty$), the following conditions are equivalent [25, Theorem 2.1]:

(i) $f$ is operator convex and $f(0) \leq 0$.

(ii) $f(a^*xa) \leq a^*f(x)a$ for every selfadjoint $x \in M_n$ with spectrum in $[0,a[$, all $a \in M_n$ with $\|a\| \leq 1$ and $n = 1,2,\ldots$.

(iii) $f(a^*xa + b^*yb) \leq a^*f(x)a + b^*f(y)b$ for all selfadjoint $x,y \in M_n$ with spectra in $[0,a[$, all $a,b \in M_n$ with $a^*a + b^*b \leq 1$ and $n = 1,2,\ldots$.

(iv) $f(px^p) \leq pf(x)p$ for every selfadjoint $x \in M_n$ with spectrum in $[0,a[$, every projection $p \in M_n$ and $n = 1,2,\ldots$.

It is apparent from the proof of the implication (i) $\Rightarrow$ (ii), that it is sufficient to assume, that $f$ is mid-point operator convex. That condition again implies operator convexity of $f$, hence continuity in the open interval $]0,a[$. This is in contrast to the situation for functions, which are only mid-point convex.

Let $\pi: A \to B(H)$ be a positive, linear contraction on a C*-algebra $A$. As a corollary of the result above, we obtain that $f(\pi(x)) \leq \pi(f(x))$ for each continuous, operator convex function $f$ defined on $[0,a[$ with $f(0) \leq 0$, and each selfadjoint $x$ in $A$ with spectrum in $[0,a[$, cf. [25, Corollary 2.2]. The result is also proved in [12,11] under the additional hypothesis that
TT(1) = 1. However, this hypothesis makes the proof very easy. It implies, that the contraction a in the Stinespring decomposition of π satisfies a*a = 1, cf. the proof of [22, Corollary]. Note that with f(t) = t^2, we obtain Kadison's generalization of the Cauchy-Schwarz inequality: π(x)^2 ≤ π(x^2). This is fitting, since Jensen himself first used his inequality to prove Cauchy's inequality, cf. [27,28].

The classes of operator convex and operator monotone functions are closely related. Indeed, a continuous real function f on the interval [0,α[ is operator convex with f(0) ≤ 0, if and only if

(v) t → t^{-1}f(t) is operator monotone on ]0,α[,

cf. [25, Theorem 2.4]. Another relationship is given by the following result: If f ≤ 0 is a continuous, real function on the half-line [0,∞[, then the conditions (i), (ii), (iii), (iv) and (v) are again equivalent to the condition

(vi) -f is operator monotone,

cf. [22, Theorem] and [25, Theorem 2.5]. The set of strictly positive, operator monotone functions on ]0,∞[ plays an important role. The functions are continuous even analytic as will be shown later. The set is left invariant by the two involutions # and * defined by

f^(t) = tf(t)^{-1} and f^*(t) = tf(t^{-1}),

cf. [25, Corollary 2.6].

Some of the implications linking the conditions (i) to (vi)
are previously known. Thus the biimplication (i) ⇔ (iv) is due
to Davis [12], and the biimplication (i) ⇔ (v) to Bendat and
Sherman [10]. The implication (vi) ⇒ (ii) is proved in
[22]. An alternate proof based on the Kubo-Ando theory for
means is given by Fujii, [19]. The latter article is received
and published first, but note the acknowledgement. Along the
same lines a proof for the implication (i) ⇒ (ii) can be found
in [29]. This proof, due to Kainuma and Nakamura, actually de-
serves priority, although our proof was obtained independently.
However, the proofs given in [19] and [29] both require Löwner's
theorem. Our point is to show how Jensen's Operator Inequality
can be used as a tool to fit together the conditions (i), (v)
and (vi) with purely algebraic methods, thus serving as the basis
for a simplified proof of Löwner's theorem.
Characterizations of Convex and Monotone Matrix Functions of Arbitrary Order.

Consider an open interval $I$ in $\mathbb{R}$ and a continuously differentiable function $f$ on $I$. Fix $n$ and take $x = x^*$ in $\mathbb{M}_n$ with $\text{Sp}(x) \subset I$. If $\{e_{ij} | 1 \leq i, j \leq n\}$ is a system of matrix units for $\mathbb{M}_n$ such that $x = \sum \lambda_i e_{ii}$, we shall denote by $f^{[1]}(x)$ the element in $\mathbb{M}_n$ with

$$f^{[1]}_{ij}(x) = (\lambda_i - \lambda_j)^{-1}(f(\lambda_i) - f(\lambda_j)) \quad \text{if} \quad \lambda_i \neq \lambda_j,$$

$$f^{[1]}_{ij}(x) = f'(\lambda_i) \quad \text{if} \quad \lambda_i = \lambda_j.$$

C. Davis proved in [13,III], that

$$\lim_{\varepsilon \to 0} \varepsilon^{-1}(f(x + \varepsilon h) - f(x)) = f^{[1]}(x) \cdot h$$

for every selfadjoint $h$ in $\mathbb{M}_n$, where $\cdot$ denotes the Hadamard product of matrices in a basis that diagonalizes $x$, cf. also [25, Lemma 3.1]. The element $f^{[1]}(x)$ in many ways resembles the ordinary differential. The weakness of it is, of course, that the Hadamard product depends on the basis, so that neither the formulation nor the proof of, say, the mean value theorem is obvious. For our purposes the next result replaces the mean value theorem.

If $t \to x(t)$ is a $C^1$-function from $[0,1]$ to the space of selfadjoint $n \times n$ matrices with spectra in the open interval $I$, and if $f \in C^1(I)$, then

$$f(x(1)) - f(x(0)) = \int_0^1 f^{[1]}(x(t)) \cdot x'(t) dt,$$

cf. [25, Lemma 3.3].
As a consequence of the two results above, we obtain that a \( C^1 \)-function \( f \) on an open interval \( I \) is operator monotone, if and only if \( f^{[1]}(x) \geq 0 \) for every self-adjoint \( x \) in \( M_n \) with \( \text{Sp}(x) \subset I \), and every \( n \) in \( \mathbb{N} \), cf. [25, Proposition 3.4].

This characterization of operator monotonicity by positive (generalized) differentials is very close to Löwner's original characterization [37, p.183]. The proof used here for the necessity of the condition goes back to Daleckij and Krein; see the discussion in [13, III]. We noticed that the sufficiency of the condition (i.e., \( f^{[1]} \geq 0 \)) can be obtained quite easily integrating the differential. Unlike Löwner's original characterization, the one we use requires the function to be differentiable; and thus it becomes necessary to establish separately, that operator monotone functions are continuously differentiable. For functions defined on a finite open interval we can assume, without loss of generality, that the interval is \( ]-1,1[ \). First we show, that if \( f: ]-1,1[ \to \mathbb{R} \) is continuous and operator monotone, then the function \( t \to (t+\lambda)f(t) \) is operator convex for every \( \lambda \in [-1,1] \), [25, Lemma 3.5]. This result is an almost immediate consequence of the biimplication (i) \( \iff \) (v) in Section 2. Next we obtain, that every operator monotone function \( f \) on \( ]-1,1[ \) is continuously differentiable, [25, Theorem 3.6]. The proof uses the same smoothing technique as Nagy in [45], but is simplified by use of the previous result.

If \( f \in C^2(]-1,1[) \) with \( f(0) = 0 \), and \( \{e_{ij} | 0 \leq i,j \leq n \} \) is a system of matrix units for \( M_{n+1} \), then with

\[
    h = \sum_{i=1}^{n} e_{i0} + e_{0i}, \quad q = 1 - e_{00}, \quad x = \sum_{i=1}^{n} \lambda_i e_{ii},
\]
where \( |\lambda| < 1 \), we have

\[
\lim_{\varepsilon \to 0} \frac{q \varepsilon^{-2} (f(x+\varepsilon h) - f(x) - \varepsilon f'(x) h) q}{\varepsilon} = g^{[1]}(x),
\]

where \( g(t) = t^{-1} f(t) \) (and \( g(0) = f'(0) \)), cf. [13, III] and [25, Lemma 3.7]. This technical result together with our characterization of operator monotonicity by positive (generalized) differentials entail the following assertion [25, Lemma 3.8]:

If \( f \in C^2([-1,1]) \) with \( f(0) = 0 \) and \( f \) is operator convex, then the function \( g: t \mapsto t^{-1} f(t) \) is operator monotone.

This is an improvement (with regard to our purposes) over the implication (i) \( \Rightarrow \) (v) in Section 2, which only gives that the function \( t \mapsto (t+1)^{-1} f(t) \) is operator monotone. Applying the assertion above together with [25, Lemma 3.5] and the same smoothing technique as in the proof of [25, Theorem 3.6], we obtain

(BS) \[ f \text{ is operator monotone on } [-1,1] \text{ and } f(0) = 0, \]

then the function \( t \mapsto (1+\lambda t^{-1}) f(t) \) is operator monotone for \( |\lambda| \leq 1 \).

The result is also an immediate consequence of [10, Theorem 2.8] due to Bendat and Sherman. But we have established it as a prelude to the integral representation for operator monotone functions, not a corollary.

From now on we shall denote by \( K \) the set of operator monotone functions \( f \) on \([-1,1]\), such that \( f(0) = 0 \) and \( f'(0) = 1 \). The set \( K \) is clearly convex, but since

\[
\begin{align*}
f(t) &\leq t(1-t)^{-1} \quad \text{for } t \geq 0; \\
f(t) &> t(1+t)^{-1} \quad \text{for } t < 0;
\end{align*}
\]
for each \( f \in K \), cf. [25, Lemma 4.1], we can also conclude that 
\( K \) is compact in the topology of pointwise convergence, [25, Lemma 4.2]. We furthermore obtain, that for each \( f \in K \), the derivative \( f' \) is differentiable in 0 with \(|f''(0)| \leq 2\), cf. [25, Corollary 3.10 and Lemma 4.10]. The main idea of our approach is to determine the form of the extreme points in \( K \). We have established the property (BS) with this purpose in mind. For any \( f \) in \( K \) define 
\[
 g_{\lambda}(t) = (1 + \frac{1}{2} \lambda f''(0))^{-1}((1 + \lambda t^{-1})f(t) - \lambda)
\]
for \(|\lambda| < 1\). This definition is meaningful because \(|f''(0)| \leq 2\). It follows from the property (BS) that \( g_{\lambda} \) is operator monotone. In fact the constants have been chosen so that \( g_{\lambda} \in K \). It is immediate that
\[
 f = \frac{1}{2}(1 + \frac{1}{2} \lambda f''(0))g_{\lambda} + \frac{1}{2}(1 - \frac{1}{2} \lambda f''(0))g_{-\lambda}.
\]
If therefore \( f \) is extreme, then \( f = g_{\lambda} \); or
\[
 f(t) = t(1 - \frac{1}{2} f''(0)t)^{-1}, [25, Proposition 4.3].
\]
Since \( K \) is convex and compact, Krein-Milman's theorem can be applied; and it is quite straightforward to prove, that for each \( f \in K \), there is a probability measure \( \mu \) on \([-1,1]\) such that
\[
 f(t) = \int t(1-at)^{-1}d\mu(a).
\]
From this expression we see, that \( f \) has an extension, necessarily unique, to a holomorphic function in \( \mathbb{C} \setminus \mathbb{R} \). Moreover, for every continuous function \( \varphi \) on \( \mathbb{R} \) with compact support, we have
\[ \int \phi(\alpha) d\mu(\alpha) = \lim_{\epsilon \to 0} \pi^{-1} \int \phi(s) \text{Im} \left( (s-i\epsilon)^{-1} \right) ds. \]

This proves that \( \mu \) is unique. We learn thus, a posteriori, that \( K \) is a Bauer simplex with \( \partial K = \{ t(1-\alpha)^{-1} | \alpha \in [-1,1] \} \), [25, Theorem 4.4]. In general we obtain that to each non-constant operator monotone function \( f \) on \( ]-1,1[ \), there is a unique probability measure \( \mu \) on \([-1,1]\) such that

\[ f(t) = f(0) + f'(0) t + \frac{1}{2} f''(0) t^2 (1-\alpha)^{-1} d\mu(\alpha). \]

One of Löwner's characterizations of operator monotonicity says that a non-constant function is operator monotone, if and only if it admits an analytic continuation into the upper half-plane \( \{ z \in \mathbb{C} | \text{Im} z > 0 \} \), which leaves the half-plane invariant, cf. [37,10]. This characterization comes as an immediate consequence of the result above and [15, Sect. 2, Theorem I]. The property (BS), which is the key to our proof, can also be used to considerably simplify Korányi's proof of Löwner's theorem; see [25, Remark 4.6].

The integral representation for operator monotone functions in conjunction with [25, Lemma 3.8] gives the following representation for operator convex functions ([25, Theorem 4.5]): For each non-linear operator convex function \( f \) on \( ]-1,1[ \) there is a unique probability measure \( \mu \) on \([-1,1]\) such that

\[ f(t) = f(0) + f'(0) t + \frac{1}{2} f''(0) t^2 (1-\alpha)^{-1} d\mu(\alpha). \]

Next, we turn our attention to operator monotone functions defined on \( \mathbb{R}_+ \). The conform mapping \( t \to \frac{1+t}{1-t} = 1 + \frac{2t}{1-t} \) is operator monotone on \( ]-1,1[ \) and maps the interval bijectively on \( \mathbb{R}_+ \). The inverse mapping is also operator monotone. We are
thus able to conclude from the previous results, that a non-
constant real function defined on \( \mathbb{R}_+ \) is operator monotone,
if and only if it admits an analytic continuation into the
upper half-plane \( \{ z \in \mathbb{C} | \text{Im} \ z > 0 \} \), which maps the half-
plane into itself. This shows, for example, that the logarithm
is operator monotone on \( \mathbb{R}_+ \), while the exponential function
is not. Of special interest is the sub-class of positive func-
tions. We shall normalize them conveniently and put

\[
H = \{ f: \mathbb{R}_+ \to \mathbb{R}_+ | f(1) = 1, \ f \text{ is operator monotone} \}. 
\]

It follows from function-theoretical results [26, Hilfssatz 5],
cf. also [10, 33], that a function \( f \) defined on \( \mathbb{R}_+ \) belongs
to the class \( H \), if and only if there is a probability measure
\( \mu \) on the extended half-line \( [0, \infty] \) such that

\[
f(t) = \int \frac{t(1+\lambda)}{t+\lambda} \, d\mu(\lambda) \quad \forall t \in \mathbb{R}_+, 
\]

where \( \frac{t(1+\lambda)}{t+\lambda} \) is defined as \( t \) for \( \lambda = \infty \).

Finally, we shall sketch how this result can also be ob-
tained by functional analytical methods. The set \( H \) is convex
and compact in the topology of pointwise convergence. It is left
invariant by the involution \( * \) defined in Section 2. For a
function \( f \in H \), we obtain by calculation that \( (f^*)'(1) = 1 - f'(1) \); in particular, \( \lambda = f'(1) \in [0,1] \). Instead of the
property (BS), we could as well and with the same methods have
proved, that \( H \) is left invariant by the mapping \( T \) defined by

\[
(Tf)(t) = \frac{1}{f'(1)} \cdot t \frac{f(t)-1}{t-1}. 
\]

Take now \( f \in H \) and set \( \lambda = f'(1) \). The calculation
\[ \lambda (Tf)^* + (1-\lambda)Tf^* = f^* \]

shows that if \( f^* \) is extreme in \( H \), then it must be a fixpoint under \( T \). But the fixpoints under \( T \) are exactly the functions \( t \rightarrow \frac{t(t+\lambda)}{t+\lambda} \), where \( \lambda \in [0,\infty] \). Note that the involution * maps the fixpoint parametrized by \( \lambda \) on the fixpoint parametrized by \( \lambda^{-1} \). The statement including unicity of the measure \( \mu \) now follows by standard arguments, cf. the case of operator monotone functions defined on \( ]-1,1[ \) treated above. Combining this representation of \( H \) with the biimplication (i) \( \Leftrightarrow \) (v) in Section 2, we obtain the following result:

A continuous function \( f: \mathbb{R}_+ \rightarrow \mathbb{R}_+ \), satisfying

\[ \lim_{\varepsilon \to 0} f(\varepsilon) = 0 \], is operator convex, if and only if there is a positive, finite measure \( \mu \) on \( [0,\infty] \) such that

\[ f(t) = \int \frac{t^2(1+\lambda)}{t+\lambda} \, d\mu(\lambda) \].
Exponential Ordering Monotone Functions.

Let $x, y$ denote selfadjoint elements in $\mathbb{M}_n$, $n = 1, 2, \ldots$. We write $x < y$ if $\exp x \leq \exp y$. It is easily verified that

(i) $x < x$,
(ii) $x < y$ and $y < z$ imply $x < z$,
(iii) $x < y$ and $y < x$ imply $x = y$,

which show that $<$ is an order relation. Since the logarithm is operator monotone on $\mathbb{R}_+$, it follows that $<$ is stronger than $\leq$. Indeed, $x < y$ implies $x \leq y$. Furthermore, since the functions $f(t) = t^\lambda$, $t \in \mathbb{R}_+$ are operator monotone for $\lambda \in [0,1]$, we obtain

(iv) $x < y$ implies $\lambda x < \lambda y$ for $\lambda \in [0,1]$.

Finally, using that $x$ and $1$ commute, we get

(v) $x < y$ implies $x + \lambda < y + \lambda$ for $\lambda \in \mathbb{R}$.

We shall call the order relation $<$ for exponential ordering. A function $F: ]a,b[ \rightarrow \mathbb{R}$ is said to be exponential ordering monotone, if $x < y$ implies $F(x) < F(y)$ for all selfadjoint $x, y \in \mathbb{M}_n$ with spectra in $]a,b[$ and every $n$ in $\mathbb{N}$. We denote by $E$ the class of exponential ordering monotone functions defined on $\mathbb{R}$.

Let $F \in E$. The function

$$\Phi(F)(t) = \exp F(\log t), \quad t \in \mathbb{R}_+$$

maps $\mathbb{R}_+$ into $\mathbb{R}_+$. The mapping $\Phi$ is a bijection of $E$ onto the class $P$ of operator monotone functions defined on and with values in $\mathbb{R}_+$; [23, Lemma 2.2]. As a Corollary of Löwner's
theory we obtain:

A non-constant function $F: \mathbb{R} \to \mathbb{R}$ belongs to the class $E$ if and only if $F$ admits an analytic continuation into the strip $\{z \in \mathbb{C} \mid 0 < \text{Im} \ z < \pi\}$ which leaves the strip invariant, [23, Theorem 2.3]. A similar result holds for real functions defined on an open interval of any type.

It does not follow in any easy way from the definition of $E$ that $E$ is convex, but this is clear from the characterization given above. The mapping $\Phi: E \to P$ is thus a bijection between two convex sets. We want to derive an integral representation for the functions in $E$ similar to the expression for the operator monotone functions in $P$, cf. Section 3. Since $\Phi$ is not affine, this cannot be done merely by transport of structure. Let $F \in E$. The function

$$\varphi(t) = F(\log t): \mathbb{R}_+ \to \mathbb{R}$$

admits an analytic continuation into the upper half-plane which maps the upper half-plane into the subset $\{z \in \mathbb{C} \mid 0 < \text{Im} \ z < \pi\}$. Hence $\varphi$ is a Pick function and consequently admits a unique canonical representation as given in [15, Sect. 2, Theorem I]. The boundedness of $\text{Im} \ \varphi(\zeta)$ entails that the measure $\mu$ in the representation is absolutely continuous with respect to Lebesgue measure; and also that the linear part in the representation is vanishing. From this and the characterization of $E$ given above, we are able to obtain the following result:

Let $F \in E$. Then $F$ admits a canonical representation

$$F(t) = \beta + \int_{-\infty}^{0} \left( \frac{1}{\lambda - \exp t} - \frac{\lambda}{\lambda^2 + 1} \right) h(\lambda) \, d\lambda \quad \forall t \in \mathbb{R},$$
where $\beta \in \mathbb{R}$, $h: [0,1] \to [0,1]$ is a measurable function and $d\lambda$ denotes Lebesgue measure. The equivalence class containing $h$ is uniquely determined by $F$. Any function $F$ given on the indicated form belongs to the class $E$, [23, Theorem 2.4]. We obtain by computation that $\beta = \text{Re } F(i\frac{\pi}{2})$. An operator monotone function defined on the whole real line is linear. No such phenomenon occurs, as we can see, for exponential ordering monotone functions.

Let $F$ be a function in $E$ with canonical representation as given above. With standard analytical methods we obtain, that $F$ satisfies $F(-t) = -F(t)$ $\forall t \in \mathbb{R}$, if and only if $\beta = 0$ and $h(\lambda^{-1}) = h(\lambda)$ for almost all $\lambda \in [0,1]$, [23, Theorem 3.1]. As a corollary we get:

A function $F: \mathbb{R} \to \mathbb{R}$ is in the class $E$ and satisfies $F(-t) = -F(t)$ $\forall t \in \mathbb{R}$, if and only if $F$ admits a canonical representation

$$F(t) = \int_{-1}^{0} \left( \frac{1}{\lambda - \exp t} + \frac{\exp t}{1 - \lambda \exp t} \right) h(\lambda) d\lambda \quad \forall t \in \mathbb{R},$$

where $h: [-1,0] \to [0,1]$ is a measurable function and $d\lambda$ denotes Lebesgue measure. The equivalence class containing $h$ is uniquely determined by $F$, [23, Corollary 3.2]. The bijection $\Phi: E \to P$ has the property that $\Phi(F)(t^{-1}) = \Phi(F)(t)^{-1}$ $\forall t \in \mathbb{R}_+$, if and only if $F(-t) = -F(t)$ $\forall t \in \mathbb{R}$. For example, $\Phi$ maps the functions $F(t) = \alpha t: \mathbb{R} \to \mathbb{R}$, $\alpha \in [0,1]$ onto the functions $f(t) = t^\alpha: \mathbb{R}_+ \to \mathbb{R}_+$. This property of $\Phi$ entails the following result, which is not easy to attack directly:

A function $f: \mathbb{R}_+ \to \mathbb{R}_+$ is operator monotone and satisfies $f(t)^{-1} = f(t^{-1})$ $\forall t \in \mathbb{R}_+$, if and only if $f$ admits a ca-
nonical representation

\[ f(t) = \exp \int_{-1}^{0} \left( \frac{1}{\lambda-t} + \frac{t}{1-\lambda t} \right) h(\lambda) \, d\lambda \quad \forall t \in \mathbb{R}_+ , \]

where \( h: [-1,0] \to [0,1] \) is a measurable function and \( d\lambda \) denotes Lebesgue measure. The equivalence class containing \( h \) is uniquely determined by \( f \), [23, Theorem 1.1]. In [33, Sect. 4], the question was raised whether the functions \( f(t) = t^\alpha, \alpha \in [0,1] \) are the only operator monotone functions defined on \( \mathbb{R}_+ \), which satisfy the functional equation \( f(t) f(t^{-1}) = f(t^{-1}) \forall t \in \mathbb{R}_+ \). We can now see, that this is not the case. Choosing \( h \) to be a constant \( \alpha \in [0,1] \), we indeed obtain the functions \( f(t) = t^\alpha, t \in \mathbb{R}_+ \). But taking \( h(\lambda) = \lambda+1, \lambda \in [-1,0] \), we obtain a new operator monotone function

\[ f(t) = \left( \frac{t}{1+t} \right)^{1+t} (1+t)^{1+t}; \mathbb{R}_+ \to \mathbb{R}_+ \]

satisfying the functional equation.
Means and Concave Products

Take $A, B \in M_n$, $n \in \mathbb{N}$. The harmonic mean (or twice the parallel sum) of $A$ and $B$, denoted $A \parallel B$, can be defined by

$$(A \parallel B)(\xi|\xi) = 2 \inf \left\{ (A\zeta|\zeta) + (B\eta|\eta) \mid \zeta + \eta = \xi \right\}$$

for each $\xi \in \mathbb{C}^n$. If $A$ and $B$ commute, then $A \parallel B = 2AB(A+B)^{-1}$.

This remains true even for non-commuting matrices $A$ and $B$ under certain interpretations of $2AB(A+B)^{-1}$ (for example, $2(A^{-1} + B^{-1})^{-1}$ if all inverses make sense). See [38, 31] for a detailed discussion. From the definition given above, we immediately conclude that the harmonic mean enjoys the following properties:

(i) $A \leq C$ and $B \leq D$ imply $(A \parallel B) \leq (C \parallel D)$. If $A_k \uparrow A$ and $B_k \downarrow B$, then $(A_k \parallel B_k) \uparrow (A \parallel B)$.

(ii) $(\lambda A + (1-\lambda)B) \parallel (\lambda C + (1-\lambda)D) \geq \lambda (A \parallel C) + (1-\lambda) (B \parallel D)$ (concavity) for $\lambda \in [0,1]$.

(iii) $(\lambda A \parallel \lambda B) = \lambda (A \parallel B)$, $\lambda \in [0,\infty]$ (homogeneity).

(iv) $C^*(A \parallel B)C \leq (C^*AC) ! (C^*BC)$ for arbitrary $C$ (the transformer inequality).

(v) $A \parallel A = A$.

For $t > 0$, we set

$$A \parallel_t B = \frac{t+1}{2t} (tA \parallel B).$$

It is natural to extend this definition setting
A \ast_t B = A \text{ for } t = 0,
and
A \ast_t B = B \text{ for } t = \infty.

The so defined binary operations for positive semi-definite matrices \((!_t)_{t \in [0, \infty]}\) all enjoy the same properties as listed for the harmonic mean. Furthermore, for each probability measure \(\mu\) on the extended half line \([0, \infty]\), the binary operation \(\sigma\) defined by

\[ A \sigma B = \int (A \ast_t B) d\mu(t) \]

again satisfies the same properties. The binary operations defined by an integral representation as given above are the so-called means of positive semi-definite matrices. In their joint work [33], Kubo and Ando characterize them axiomatically as the binary operations \(\sigma\), which satisfy conditions (i) and (iv) (with \(!\) replaced by \(\sigma\)) and are normalized in the sense that

\[ 1\sigma 1 = 1. \]

To give a precise meaning to the expression "binary operation for positive semi-definite matrices", we shall define it as a sequence of mappings

\[ \sigma_n : \mathbb{M}_n^+ \times \mathbb{M}_n^+ \rightarrow \mathbb{M}_n^+, \quad n = 1, 2, \ldots \]

such that

\[ i_n (A \sigma_n B) = i_n (1_n) (i_n (A) \sigma_{n+1} i_n (B)) i_n (1_n) \]

for every \(A, B \in \mathbb{M}_n^+\) and \(n\) in \(\mathbb{N}\); where \(1_n\) denotes the unit in \(\mathbb{M}_n\) and \(i_n : \mathbb{M}_n \rightarrow \mathbb{M}_{n+1}\) is an embedding such that

\[ i_n (1_n) \leq 1_{n+1}. \]

It readily follows, that we can delete the subscript \(n\) in \(\sigma_n\) without introducing any ambiguity, and so we
shall do in the rest of this section.

A binary operation \( \sigma \) for positive semi-definite matrices is called regular, if it satisfies

(I) \( U^*(A \sigma B)U = (U^*AU) \sigma (U^*BU) \) for every \( A,B \in M_n^+ \) and each unitary \( U \in M_n \), \( n = 1,2,\ldots \).

(II) If \( P \) is a projection in \( M_n \), \( n = 1,2,\ldots \), and \( A,B \in M_n^+ \) commute with \( P \), then \( P(A \sigma B)P = P(AP \sigma BP)P \).

If \( A,B \) and \( P \) are as in the assumptions of (II), then we can set \( U = 2P - 1 \) and use (I) to conclude that \( A \sigma B \) (and \( AP \sigma BP \)) commutes with \( P \). In particular, if \( t,s \in [0,\infty[ \), then \( t_1 \sigma s_1 \) is a scalar multiple of \( 1_n \). Applying (II), we furthermore conclude that the scalar multiple is independent of \( n \). Consequently, \( t_1 \sigma s_1 = (t \sigma s)1_n \). This concept of regularity was introduced in [24]. If we for each \( t \in [0,\infty[ \) define the function

\[
g_t(s) = t \sigma ts, \quad s \in [0,\infty[,
\]

then regularity of \( \sigma \) entails, that \( t \sigma tA = g_t(A) \) for each \( A \in M_n^+ \) and \( n \) in \( \mathbb{N} \), [24, Lemma 2.1].

Let \( \sigma \) be a regular, binary operation for positive semi-definite matrices. The following statements are equivalent, [24, Theorem 2.2]:

(i) \( (\lambda A + (1-\lambda)B) \sigma (\lambda C + (1-\lambda)D) \geq \lambda (A \sigma C) + (1-\lambda) (B \sigma D) \) (concavity)
   for every \( A,B,C,D \in M_n^+ \), \( n = 1,2,\ldots \) and \( \lambda \in [0,1] \).

(ii) \( \frac{1}{2}(A + B) \sigma \left( \frac{1}{2}C + \frac{1}{2}D \right) \geq \frac{1}{2}(A \sigma C) + \frac{1}{2}(B \sigma D) \) (mid-point concavity)
   for every \( A,B,C,D \in M_n^+ \) and \( n = 1,2,\ldots \).
(iii) \( C^*(A \circ B)C \leq (C^*AC) \circ (C^*BC) \)

for every \( A, B \in \mathbb{M}_n^+, \ C \in \mathbb{M}_n \) with \( \|C\| \leq 1 \) and \( n = 1, 2, \ldots \).

(iv) \( P(A \circ B)P \leq (PAP) \circ (PBP) \)

for every \( A, B \in \mathbb{M}_n^+ \), each projection \( P \) in \( \mathbb{M}_n \) and \( n = 1, 2, \ldots \).

(v) \( A \leq B \) and \( C \leq D \) imply \( (A \circ C) \leq (B \circ D) \)

for every \( A, B, C, D \in \mathbb{M}_n^+ \) and \( n = 1, 2, \ldots \). Furthermore, if \( (A_k)_{k \in \mathbb{N}} \) and \( (B_k)_{k \in \mathbb{N}} \) are sequences in \( \mathbb{M}_n^+ \), \( n = 1, 2, \ldots \), such that \( A_k \rightarrow A \) and \( B_k \rightarrow B \), then

\[
(A_k \circ B_k) \rightarrow (A \circ B).
\]

We shall, in short, denote a regular, binary operation for positive semi-definite matrices, which satisfies the five equivalent conditions above for a concave product. Furthermore, if \( 1 \sigma 1 = 1 \), we say that \( \sigma \) is normalized. Let now \( \sigma \) be a concave product for positive semi-definite matrices and take \( A, B \in \mathbb{M}_n^+ \), \( n = 1, 2, \ldots \), with \( A \leq B \). If \( g_t, t \in [0, \infty[ \), is the function introduced above, we obtain

\[
g_t(A) = t \sigma tA \leq t \sigma tB = g_t(B).
\]

Hence the function \( g_t \) is operator monotone. Furthermore, condition (i) implies that \( g_t \) is operator concave, while condition (iii) gives

\[
C^*g_t(A)C = C^*(t \sigma tA)C
\]
\[
\leq tC^*C \sigma tC^*AC \leq t \sigma tC^*AC
\]
\[
= g_t(C^*AC),
\]
for every $C \in \mathbb{M}_n$ with $\|C\| \leq 1$. Compare these results with the biimplications linking conditions (i), (ii) and (vi) in Section 2 applied on $-q_t$.

The set of concave products is a convex cone. But it seems difficult to obtain a detailed description of the elements. Instead, we shall uncover one more property of the set itself and then give a necessary and sufficient condition for a concave product to be a mean. If $\sigma$ is a concave product and $A, B$ are invertible elements in $\mathbb{M}_n^+$, $n = 1, 2, \ldots$, then the formula

$$A \sigma^* B = A^{\frac{1}{2}} (A^{-\frac{1}{2}} \sigma A^{-\frac{1}{2}} B A^{-\frac{1}{2}}) A^{\frac{1}{2}}$$

defines a concave product $\sigma^*$, [24, Proposition 3.3]. The mapping $\sigma \rightarrow \sigma^*$ is an involution. As a corollary we obtain, that a concave product $\sigma$ is a mean, if and only if it is normalized and homogeneous for positive numbers $t, s$, i.e.

$$(\lambda t \sigma \lambda s) = \lambda (t \sigma s) \quad \forall \lambda \in [0, \infty[,$$

cf. [24, Corollary 3.4]. The difficult part is to prove that homogeneity for positive numbers $t, s$ implies homogeneity for arbitrary matrices $A, B \in \mathbb{M}_n^+$, $n = 1, 2, \ldots$; i.e.

$$(\lambda A \sigma \lambda B) = \lambda (A \sigma B) \quad \forall \lambda \in [0, \infty[.$$

That this is true is slightly surprising, because the drawn conclusion transcends the case of commuting matrices. The validity of the result is a combined consequence of concavity and the possibility of embedding into matrix algebras of higher dimension. As an application we conclude, that the geometric mean $\#$ given by
A # B = A^{\frac{1}{2}} (A^{-\frac{1}{2}} B A^{-\frac{1}{2}})^{\frac{1}{2}} A^{\frac{1}{2}}

for invertible matrices $A, B \in \mathbb{M}_n^+$, $n = 1, 2, \ldots$, is the unique extension of the mapping $(t, s) \rightarrow \sqrt{ts}$ to a concave product, cf. [33, Theorem 3.2]. If $\sigma$ is a non-trivial mean of positive semi-definite matrices [33], and $f: [0, \infty[ \rightarrow [0, \infty[$ is a non-linear operator monotone function, then the mapping $(A, B) \rightarrow A \circ B = A \circ f(B)$ is a concave product. It is normalized, if $f(1) = 1$. Such a concave product is neither a mean, nor does it satisfy $A \circ A = A$ for each $A$. It is unknown to the author, if a concave product $\sigma$, satisfying $A \circ A = A$ for each $A$, necessarily must be a mean.

Let finally $\sigma$ be a regular, binary operation for positive semi-definite matrices. If $\sigma$ is normalized and satisfies the axiom

\begin{equation}
(A+B) \sigma (C+D) \geq (A \circ C) + (B \circ D)
\end{equation}

for every $A, B, C, D \in \mathbb{M}_n^+$, $n = 1, 2, \ldots$,

then $\sigma$ is a mean, [24, Theorem 3.1]. This result offers an alternative axiomatic setting for the theory of means avoiding the transformer inequality, cf. [33]. The statement is still valid, if for any $\lambda > \frac{1}{2}$, axiom (III) is replaced by the condition

\begin{equation}
(\lambda A + \lambda B) \sigma (\lambda C + \lambda D) \geq \lambda (A \circ C) + \lambda (B \circ D)
\end{equation}

for every $A, B, C, D \in \mathbb{M}_n^+$, $n = 1, 2, \ldots$,

cf. [24, Remarks 3.2].

Let $\sigma$ be a mean for positive semi-definite matrices. The function $f(t) = 1 \circ t$ is called the representing function for $\sigma$. It is operator monotone and normalized and thus belongs to
the class $H$ introduced in Section 3. The associated probability measure $\mu$ in the representation for $f$ is the same as the measure occurring in the resolution of $\sigma$ in terms of the extreme means $\{1/\lambda\}_{\lambda \in [0, \infty]}$. The map, $\sigma \to f$, is an affine order-isomorphism from the class of means onto $H$, [33, Theorem 3.2]. The mean $\sigma$ is said to be selfadjoint, if it satisfies

$$(A \sigma B)^{-1} = A^{-1} \sigma B^{-1}$$

for invertible $A, B \in M^+_n$, $n = 1, 2, \ldots$. It readily follows that $\sigma$ is selfadjoint, if and only if the representing function $f$ satisfies

$$f(t)^{-1} = f(t^{-1}) \quad \forall t \in \mathbb{R}.$$ 

But these are exactly the functions, we characterized at the end of Section 4. We have consequently determined the class of self-adjoint means.
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